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In this paper, a new thresholding function is introduced for image de-noising in wavelet 

domain. In this technique we combined the new thresholding function with discrete wavelet 

transform (DWT). This thresholding function is continuous and nonlinear, so it is applicable 

on thresholding neural network (TNN) to act as its activation function. Experimental results 

have shown the superiority of the proposed technique over some alternative methods 

available in the literature. The proposed method achieves up to 2.90 dB improvement over 

the state-of-the-art for de-noising ‘Lena’ image.  

1. Introduction 

An Image can be influenced by noise during capturing and 

transmitting procedures. Analyzing the images required 

discarding or removing the noise from images properly. 

Noise discarding is kind of challenging aspects in image 

processing. Nowadays researchers are trying to reduce the 

presence of noise to enhance the quantitative and visual 

inspection of images. Then image analyzing will be possible. 

This noise reduction is very useful in medical image 

processing, satellite image processing, hyper-spectral image 

processing and signal processing.  

Recently, researchers are focusing on de-noising based 

on wavelet transform and thresholding techniques. Demir 

and Erturk proposed a method to de-noise hyper-spectral 

images band by band [1]. Spectral domain noise reduction is 

introduced in a study conducted by Green et al., in 1988 [2]. 

Chen and Qian used principal component analysis and 

shrinkage technique for image de-noising [3]. Donoho and 

Johnstone in 1993 introduced an algorithm to de-noise 

images in spatial domain [4]. Lewen Dong proposed 

adaptive de-noising based on thresholding technique [5]. 

Anisimova et al., proposed efficiency of wavelet coefficients 

thresholding for multimedia and astronomical image de-

noising [6]. Hyper-spectral denoising with cubic total 

variation (CTV) model was proposed by H. Zhang [7]. 

Sulochana et al., proposed de-noising and dimensionality 

reduction of Hyper-spectral images using framelet transform 

with different shrinkage functions [8]. X. P. Zhang proposed 

TNN for adaptive noise removing [9]. In addition, Sahraeian 

et al., in 2007  used improved thresholding neural network to 
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remove noise from images and improve X. P. Zhang’s de-

noising results [10]. Chang et al., introduced adaptive 

wavelet thresholding for image de-noising and compression 

[11]. Adaptive to unknown smoothness via wavelet 

shrinkage is proposed by Donoho and Johnstone in 1995 [12] 

for image de-noising.   

Wavelet based noise reduction can be combined with 

thresholding techniques. Then we need a suitable 

thresholding function to be applied on wavelet coefficients. 

This thresholding function controls wavelet coefficients. It 

allows large components to pass the threshold value and 

discard small noisy coefficients. Finally we can reconstruct 

the image through applying inverse discrete wavelet 

transform. 

In this article, the authors proposed a unique technique 

for noise removing in wavelet domain combined with a 

thresholding function. We compared our technique with 

some state-of-the-art methods. Experimental results show 

the superiority of the proposed method over others.   

2. Effect of Noise on Images and Wavelet Transform 

According to the following formula noise can corrupt the 

image and decrease the resolution of image.  

𝑗(𝑙, 𝑚) = 𝑖(𝑙, 𝑚) + 𝜂(𝑙, 𝑚)                                                (1) 

where 𝑖(𝑙, 𝑚) is the original image, 𝜂(𝑙, 𝑚) is the noise 

which it can be additive white Gaussian noise with zero mean 

and standard deviation of 𝜎 and 𝑗(𝑙, 𝑚) is contaminated or 

corrupted image by noise.  
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Here our objective is estimating 𝑖(̂𝑙, 𝑚)which leads to 

minimizing the error function as follows [5] 

MSE=
1

𝑁2
∑ (𝑖(̂𝑙, 𝑚) − 𝑖(𝑙, 𝑚))2𝑁

𝑙,𝑚=1                                     (2) 

where 𝑁2 is the number of pixels. 

Applying discrete wavelet transform (DWT) on noisy 

image (𝑗(𝑙, 𝑚)) provides us with wavelet noisy coefficients. 

As we see in Figure 1(a) applying two dimensional discrete 

wavelet transform (2D-DWT) on input noisy image is 

followed by four sub images HH, HL, LH and LL which H 

represents the high frequency and L represents the low 

frequency [14].  Figure 1(b) and Figure 1(c) show 2D-DWT 

for 2 and 3 levels of decomposition, respectively. Higher 

level of decomposition will take place in low frequency sub 

bands (LL sub-band).  

 

                 

(a)                         (b)                              (c) 

Figure. 1. 2D-DWT for One, Two and Three Levels of 

Decomposition 

3. Thresholding Techniques 

Hard and soft thresholding are the most common 

thresholding techniques in wavelet based noise reduction. 

These function are given in Eqs. (3) and (4), respectively [5].  

𝐻ℎ  (𝑥) = { 𝑥 ,      │𝑥│ > 𝑡ℎ
0  ,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                               (3) 

𝐻𝑠  (𝑥) = {𝑠𝑔𝑛(𝑥). (│𝑥│ − 𝑡ℎ) ,        │𝜔│ ≥ 𝑡ℎ
0                                    ,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

               (4) 

where 𝐻ℎ  (𝑥) is hard thresholding function, 𝐻𝑠 (𝑥) is soft 

thresholding function, x is wavelet coefficients and th is 

universal threshold [4] which can be obtained by Eq. (5).  

𝑡ℎ =  𝜎𝑛 √2𝑙𝑜𝑔 (𝑏)                                                           (5) 

where b =𝑁2 and 𝜎𝑛 is standard deviation of noise in highest 

HH sub band in diagonal direction [5] which it is defined in 

Eq. (6). 

𝜎𝑛 = 𝑀𝑒𝑑𝑖𝑎𝑛 (│𝐻𝐻│)/0.6745                                       (6) 

In hard thresholding function wavelet components which 

are greater than the th will be remained un-changed, 

otherwise they become zero while in soft thresholding 

technique, wavelet components which are greater than th will 

be shrunk, otherwise they become zero [5]. Figure 2 

illustrates hard and soft thresholding functions. 

Figure 2. Hard and Soft Thresholding Functions. 

      In wavelet thresholding first we apply DWT on input 

signal to get wavelet coefficients. These coefficients can be 

categorized in two groups: one is very important having the 

crucial characteristic of image and other is non- important or 

noisy coefficients which should be removed or reduced by 

applying different de-noising algorithms. We can apply 

thresholding techniques (hard or soft thresholding) to obtain 

thresholded wavelet coefficients. Last step is applying 

inverse discrete wavelet transform (IDWT) on thresholded 

wavelet components to get final reconstructed or de-noised 

image. The general block diagram for obtaining de-noised 

image is shown in Figure 3. 

 

Input Signal 
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Figure 3. General Block Diagram of De-noising Technique 

4. Thresholding Neural Network (TNN) Based Noise 

Reduction 

Zhang in 2001 [9] proposed TNN based noise removing. 

As it is clear, in multilayer neural network we have activation 
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function and weights of the linear transform of the input 

signal samples. Similarly in TNN we have linear transform 

and activation function. In neural network (NN) the linear 

transform is adaptive and activation function is fixed while 

in thresholding neural network (TNN) the activation function 

is adaptive and linear transform is fixed [9]. Figure 4 shows 

the structure of TNN. 

 

 
Figure 4. The structure of TNN [9] 

 

      As we see in Figure 4, y is input signal corrupted by 

noise. By applying orthogonal wavelet transform we will get 

noisy coefficients u.  Then thresholding function 𝜂 is used as 

activation function to threshold the noisy components to get 

thresholded wavelet coefficients 𝑣̂. Then applying inverse 

linear orthogonal transform provides us with de-noised or 

desired signal 𝑥̂ [13].  

      Here the activation function or thresholding function 

should be the smooth or nonlinear version of soft and hard 

thresholding functions. Due to this nonlinearity, we will get 

more components to be determined in comparison with soft 

thresholding function or even discontinuous hard 

thresholding function.  

      Zhang [9] proposed two continuous nonlinear improved 

soft and hard thresholding functions which out performs 

standard hard and soft thresholding in terms of obtaining 

higher Peak Signal to Noise Ratio (PSNR) and resolution. 

Eq. (7) and Eq. (8) denote improved hard and improved soft 

thresholding functions proposed by Zhang [9]. 

 𝜏ℎ𝑡t(x,th)=( 
1

1+exp {
−𝑥+𝑡ℎ

𝜇
}

−
1

1+exp {
−𝑥−𝑡ℎ

𝜇
}
+1)x                 (7) 

where x is the wavelet coefficients,  th is the threshold and 

𝜇 > 0 is a user-defined (fixed) function parameter.  

 

 

 𝜏𝑠𝑡(x,th)=x+
1

2
(√(𝑥 − 𝑡ℎ)2 + 𝜆 − √(𝑥 + 𝑡ℎ)2 − 𝜆)         (8) 

where x is the threshold and 𝜆 > 0 is a user-defined (fixed) 

function parameter.  
      These functions can be shaped based on changing 

different 𝜇 values for improved hard and 𝜆 values for 

improved soft thresholding functions. Here it is better to use 

SURE shrink [12] because of its performance in acquiring 

higher PSNR results and better visual quality. 

In step k, the threshold value can be obtained by Eq. (9) [13] 

 t(k+1)=t(k)-∆𝑡(k+1)                                                         (9) 

where ∆𝑡(k) is calculated by Eq. (10) [13]. 

 ∆𝑡(k)=𝛼(𝑘)
𝜕𝐽(𝑡)

𝜕
,t=t(k)                                                   (10) 

where 𝛼 is learning rate. 

      Zhang’s research was followed by some other techniques 

proposed by Sahraeian et al., [10] and Norouzzadeh and 

Rashidi [13] to improve the PSNR results and visual quality.  

5. Proposed Improved Thresholding Function 

      In this part a new type of thresholding function is 

proposed. Being nonlinear and continuous are advantageous 

of using this thresholding function over hard and soft 

thresholding. Eq. (11) indicates the proposed improved 

thresholding function. Figure 5 shows hard, soft and 

proposed thresholding functions. This proposed function is 

data dependent function due to its dependency to the 

threshold value and wavelet coefficients. 

f=x𝑒−(
𝑡ℎ

𝑥
)2

                                                                            (11) 

where x is wavelet coefficients and th is threshold value. 

Figure 5. Alternative Thresholding Functions 

 

6. Experimental Results 

      To show the superiority of the proposed thresholding 

function two experiments were used. Here ‘sym4’ wavelet 

with four levels of decomposition to implement DWT was 

used. In the first experiment, ‘Lena’, ‘Barbara’ and ‘Zelda’ 

images (256×256) corrupted by additive white Gaussian 

noise (AWGN) with zero mean and standard deviation of 15 

were utilized. Figure 6 shows performance analysis of the 

proposed method in comparison with Zhang’s method [9].  
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  PSNR=21.12 dB      PSNR=31.22 dB    PSNR=34.12 dB 

 
  PSNR=20.24 dB      PSNR=30.12 dB     PSNR=33.21 dB 

  
 PSNR=22.32 dB     PSNR=31.73 dB     PSNR=35.02 dB 
Figure 6. Comparison of Visual Inspection and PSNR Results for 

Noisy Image, Zhang’s De-noising Method [9] and Proposed 

Technique 

      In the second experiment, a camparison between the 

proposed method with some other available techniques for 

image de-noising was conducted .Table 1 shows de-noising 

results based on PSNR values for varying different amounts 

of 𝜎. For this correspondence, we used 256×256 ‘Peppers’ 
image. 

Table 1. PSNR results for different de-noising methods for 

average of 10 experiments 

7. Conclusion 

      In this paper, we have proposed a new technique for 

wavelet based noise reduction. In this technique, a unique 

thresholding function is used for image de-noising with 

wavelet transform. This thresholding function is suitable to 

be applied on thresholding neural network (TNN) algorithm 

due to its continuity and nonlinearity. Experimental results 

show that de-noising using proposed technique provides us 

with higher PSNR values and better visual inspection in 

comparison with other state-of-the-art techniques available 

in the literature.  
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